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INTRODUCTION
A variety of proposals for redesign of the Inter-
net have been made, often with end goals includ-
ing better management [1], increased flexibility
[2], and better support for mobility, among oth-
ers. For the most part, these proposals start with
the existing Internet and attempt to repair the
aspect of the system that is of concern. For
example, approaches like IPSec and virtual pri-
vate networks (VPNs) deal with confidentiality
and integrity, but not with availability. A some-
what different approach to a problem such as
intrinsic assurance [3] is to do a true clean slate
design of a networking architecture with security
as a primary design goal, making other design

choices to fulfill the remaining networking
desiderata. This latter approach is the one we
have taken in the ZODIAC project.

ZODIAC is a network architecture that puts
security first and foremost, with security broken
down into confidentiality, integrity, and availabil-
ity (CIA). All three of these properties must be
preserved for all applications of the system. For
availability, adaptation and redundancy are the
primary mechanisms that can be used. In a net-
work architecture, routing over redundant paths
can be used for highly available networking ser-
vice [4]. For integrity and confidentiality, cryp-
tography [5] and cryptography-based tools
protect the links, but the routing nodes and
hosts must use access control [6] to protect the
CIA properties as well. Since nodes in a mobile
ad hoc network (MANET) must serve as both
routers and hosts, a unified solution for
MANETs will work for hosts or routers as well.

DYNAMIC COMMUNITIES OF
INTEREST

The basis of the ZODIAC design is a new dis-
tributed systems construct, the dynamic commu-
nity of interest (DCoI). DCoIs provide a unit for
which integrity, confidentiality, and availability
are preserved. The DCoI corresponds directly to
the security principle of need to know, applied
to the elements of a distributed system. Informa-
tion, whether file transfer or real time, is restrict-
ed by ZODIAC mechanisms to nodes that have
a need to know, and can prove it through posses-
sion of appropriate credentials.

A DCoI is a dynamic group of networked
nodes whose membership, application, and
resources are regulated by its members as con-
strained by policy. Each of these elements is
important to understanding the DCoI concept
and necessary for the security provided by the
DCoI. The narrow scope of each DCoI limits
attack propagation, and supports confidentiality
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and integrity through group keying. We look at
each of these elements in turn.

It is important that DCoIs be dynamic so that
they have the flexibility to handle all communi-
cations. If we were to allow any traffic to transit
outside of the DCoI, it becomes possible for an
attacker to avoid the defenses we put in place
(e.g., quality of service [QoS] limitations and
matching traffic against profiles). Moreover, if
DCoIs were expensive to create or destroy, the
temptation would arise to create a small number
of them, each used for many purposes. This
reduces their ability to enforce need to know
separation, which in turn reduces the confiden-
tiality and integrity of traffic within the system.

In a similar vein, we explicitly control the
membership of the DCoI. Through mechanisms
based on group services protocols, we require
nodes to explicitly join each DCoI. This provides
an opportunity to check the credentials of the
node and enforce need to know. Nodes can also
leave or be evicted when they no longer have a
need to know or if they present a threat to the
DCoI. These mechanisms provide confidentiality
and integrity. Additionally, the membership poli-
cy can be used to balance availability. In particu-
lar, in the MANET environment adding
additional well placed nodes may increase the
system’s ability to get packets to all nodes. This
needs to be balanced against the danger that
additional nodes present additional opportuni-
ties for insiders or other attackers to gain access
to data. (We discuss this issue further later.)

Each DCoI supports a single application.1

This decision represents one of the most radical
changes from the Internet model. However, by
constraining each DCoI to support a single
application, we can more closely model what
traffic should be seen within the DCoI. For
example, if the DCoI is supporting voice over IP
(VoIP) flows, we can expect to see our own con-
trol traffic as well as VoIP packets flowing with-
in this DCoI. If we start to see frequent large
packets attempting to flow within the DCoI, we
can discard them without further processing.
Within the model of signature-based intrusion
detection, we are able to write a small number
of rules for legal traffic rather than having to try
to keep up with signatures for illegal traffic. This
is key to transitioning from an allow-by-default
system to a deny-by-default system. By denying
an attacker’s ability to access the system, we
increase availability for legitimate users.

Resources are allocated to applications on a
per-DCoI basis. Resources such as network
bandwidth, CPU cycles, and memory are all allo-
cated to the DCoI when it is created. These
resources are then allocated to the application
by the DCoI. This helps to ensure that if the
application within a DCoI is successfully
attacked, it cannot affect other DCoIs, and it
only has a limited effect on well behaved nodes
that are members of the DCoI. This also increas-
es availability for legitimate users.

The DCoI is regulated by its members. In a
MANET there is no centralized authority to
enforce the rules and policies of the network.
Moreover, since each node is both an end host
and a router, malicious traffic may enter at any
point. Therefore, in ZODIAC every DCoI node

applies a broad set of protections at each net-
work hop, enforcing DCoI policies across all
aspects of networking, from rate control to con-
tent filtering. This is illustrated in the lower part
of Fig. 1. This approach to assurance is in stark
contrast to existing networks, which require blind
(and uncontrollable) trust relationships between
red applications and black network elements, and
which permit propagation of attacks through
multihop tunnels. The upper part of the figure
illustrates this traditional approach. ZODIAC’s
comprehensive per-hop protections prevent such
propagation while allowing DCoI-specific policies
to control a more-complete range of network
functions. Thus, every member of the ZODIAC
network is authorized and expected to enforce
the rules and policies of the ZODIAC system in
order to protect itself, the network, and the
DCoI. Since the rules and policies are designed
to implement confidentiality, integrity, and avail-
ability, enforcement by each node increases each
of these properties in the system.

Finally, we use policy to provide the flexibility
required for a deployed network. While there are
basic ZODIAC rules that cannot be overridden by
policy (e.g., the requirement that all traffic be
encrypted), elements such as the resources allocat-
ed to a particular application or the list of mem-
bers of the DCoI can only be selected at mission
planning time or during the life of the DCoI. Our
policy system is deny by default, so permission has
to be explicitly given. Additionally, most policies
are in effect only within the DCoI, allowing faster
and more effective deconfliction across a much
larger set of policies than traditional networks that
apply and enforce common policies network-wide.
The security properties improved by policy depend
on the policies written. All three principles can be
improved by well designed policies.

Figure 2 illustrates the architecture of a DCoI
within a host. The dotted lines represent the
boundaries of the DCoI containers. Within each
of the containers, an instance of the services
shown are running. We use SELinux and con-
tainer protections to restrict egress of data to
that path to the infrastructure network interface
module. The thicker line along the left side of
the container shows the data path as data moves
to and from applications. The thinner lines with
arrows show control paths. We do not explicitly
show the encryption points (which would be
after the QoS signaler for the transport parts of
the packet and after the QoS forwarder for the

Figure 1. Hop-by-hop enforcement.
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1 This brings up the obvi-
ous question, what is an
application? We have
intuitions, but do not have
an answer yet. Application
boundaries should be
chosen to minimize the
expensive operation of
moving data between
DCoIs, but prevent the
possibility of data being
shared inappropriately.
We expect to develop a
bright line answer after
further experience with
our system.

� � � � � � � � � � � � � � � � � � � � � � � � � � � �  � � � � � � � � � � � � � �

Authorized licensed use limited to: George Mason University. Downloaded on January 19, 2010 at 23:04 from IEEE Xplore.  Restrictions apply. 



IEEE Communications Magazine • October 200942

routing parts of the packet). Group services pro-
vide control in those processes as well as in the
initial creation of the container.

Overall, the result is that ZODIAC provides
confidentiality, integrity, and availability because
it allows fine-grained control of network usage
while limiting the scope of potential attacks. An
attack must act like the application that is
allowed in the DCoI, or its traffic will be discard-
ed with very little processing. This typically
requires that the attack use the same port num-
bers, and packet sizes and packet rates that
would be appropriate to the application. Within
those constraints and knowing the application, it
becomes much easier to examine traffic for legal
messages to further limit the behavior of the
attack. Each of these defenses requires relatively
little processing on the part of the defender while
further constraining the scope of the attack. The
general principle applied here is that more aware-
ness of legitimate application behavior creates
greater constraints on illegitimate behavior.

The DCoI cryptographically protects all com-
munications while allowing hop-by-hop detection
of malicious traffic, preventing attack propagation.
Authorized traffic within the DCoI receives the
benefits of multipath routing and resource alloca-
tion (described below) to improve availability.

In order to implement DCoIs, we have a set
of subsystems to provide critical network ser-
vices. These are group and cryptographic ser-
vices (GCS), routing, naming, policy,
infrastructure, transport, and QoS. Additionally,
we match the guarantees in the network on the
host through our host security subsystem.

GCS manages the membership of DCoIs and
handles keying material used to protect the con-
fidentiality of packets in the network. Routing is
used to move packets through the network in a
way that is consistent with the DCoI architec-
ture. Naming is a secure replacement for DNS.
Policy is responsible for the dissemination and
interpretation of the policies used to control the
ZODIAC system. Infrastructure consists of the
components necessary to move data within the
host in a secure manner. In particular, it pre-
vents exfiltration of data between DCoIs within
the host. The ZODIAC transport is based on the
Internet transport protocols, but is designed to
work with the ZODIAC routing system and also
to perform better in a MANET environment.
Our QoS subsystem is designed primarily to con-
strain the resources available to an attacker.
Finally, our host security subsystem is designed
using SELinux and containers to protect DCoIs
from each other within a node.

Figure 3 shows a simple illustration of two
DCoIs in a MANET. Each of the vehicles partic-
ipates in at least one DCoI. The left DCoI is
running a VoIP application to allow voice com-
munications between the member vehicles. The
right DCoI similarly provides a chat application.
Note that there is one vehicle that is in both
DCoIs. However, our host security subsystem
provides for strict limits on the passing of data
between the two DCoIs to enforce need to know.
Also notice that multiple paths are shown for
routing data within the VoIP DCoI.

In the remainder of this article, we discuss
the challenges of the MANET environment in
the next section, followed by our routing subsys-
tem, our transport, our GCS, and host security.
Finally, we draw conclusions in the final section.

MANETS
MANETs are networks formed from cooperat-
ing sets of network nodes. Each node is a poten-
tial source and sink of traffic, but also serves the
role of an intermediate node in paths for other
network nodes. Since the nodes are mobile, the
connectivity varies with time; thus, there are
considerable dynamics to the topology with
which nodes in the network are connected.

Since each node can serve as both a host and
a router, security problems for both hosts and
routers must be addressed, and thus provide an
excellent environment for stressing the DCoI
concept and validating any implementation of it.
If the DCoI works for a MANET, it will work
for any networked system.

Among the system-level challenges for DCoIs
in MANETs are the control of resources, trust
management, and control of information flows
(e.g., membership information) in the face of
potentially high topology dynamics. Consider, for
example, the need to provide a push-to-talk voice
channel over a packet network with a changing

Figure 2. The DCoI architecture.
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topology. Changes in path length can induce voice
dropouts, and changes in resource availability may
require significant reductions in quality. Changes
in connectivity can demand dynamic rekeying of
groups as members join and leave the DCoI.

The MANET environment is not solely char-
acterized by negative attributes. One observation
we have made is that broadcast communications
channels may allow for rich connectivity, beyond
that achievable with point-to-point wired net-
works. An example application of this potential
for a high degree of topological connectivity is
the great potential for multiple path routing,
which can result in high reliability, better securi-
ty, and graceful degradation of aggregate capaci-
ty between source and sink.

The role of hosts in the MANET is complex
and, given the desired isolation of DCoIs in the
network, requires technology to allocate
resources on the ZODIAC node corresponding
to the policy for the DCoI. This includes virtual-
ization, with effects on transport and applica-
tions, which are directly bound to DCoIs. The
DCoI also has associated keying information,
and part of our ongoing research is the identifi-
cation of a minimal trusted computing base
(TCB) for ZODIAC nodes.

MULTIPLE-PATH ROUTING
The term routing has had its technical meaning
distorted to mean, even for many network special-
ists, what Internet routers do. In fact, today’s Inter-
net routers pursue a particular solution to a
problem that has many possible solutions. (See,
for example, the solution used by AT&T for high
network availability in [7]). That is the problem of
taking a graph representing the connectivity
among a set of nodes (determined by the presence
of links interconnecting the nodes) and determin-
ing paths from sources to destinations constructed
from sequences of link traversals. From an assur-
ance standpoint, the current Internet routing
paradigm has two glaring shortcomings: choice of
a single best path and reliance on information
from possibly subverted remote nodes.

Choosing only a single best path between
source and destination fails to leverage the full
connectivity graph that the network provides
(i.e., the multiplicity of parallel paths) at any
given time. This approach impedes assurance in
several ways. It relies on route updates to sense
and respond to link outages. These updates are
often slow enough to cause application timeouts
and disruptions in mission-critical communica-
tion. It also exacerbates traffic bottlenecks,
degradation in QoS, and susceptibility to security
threats (e.g., adversarial SIGINT collection and
traffic analysis).

The ZODIAC routing system addresses this
issue in two ways. It uses geographic routing to
avoid trusting route updates from distant nodes.
It uses dispersity routing to choose multiple
paths through the network. We explain each of
these in turn.

Our geographic routing approach divides the
MANET into routing zones, each of which is
approximately one transmission range across.
Figure 4 illustrates a network that fits into nine
routing zones, with the gridlines representing the

routing zones.2 These routing zones are fixed
with respect to the surface of the earth with the
grid being set at mission planning time. Each
node writes its location into the Zodiac Naming
System. A node with a reason to communicate
with another node is able to retrieve this loca-
tion, which is then used as the destination for
the packet. Each intermediate hop is responsible
for forwarding the packet toward the destination
based on what neighbors it has. In particular, if a
malicious node forwards a packet in a bad direc-
tion, the next non-malicious node will forward it
correctly, limiting the effect the malicious node
can have. As illustrated in the figure by the solid
line, each packet traverses a path via nodes in
adjacent routing zones. The source node at the
upper left looks up the destination routing zone
of the node at the lower right and puts this into
the packet header. Within each routing zone,
neighbor information allows the packet to be
forwarded to the adjacent routing zone traveling
toward the ultimate destination.

Similarly, since we do not send routing
updates around the network, nodes are unable
to send bad information about their connectivity.
This avoids the possibility of wormholes, black
holes, and related attacks. Malicious nodes can,
however, still execute attacks such as discarding
packets, traffic analysis, or attempting to break
the cryptography (e.g., with stolen keys).

To limit the effect of the remaining hazards,
we use dispersity routing, a technique for send-
ing the data from a single flow across multiple

Figure 3. Two DCoIs in the network.
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paths through the network. Each source uses
policy to determine the number of paths across
the network desired for each flow. Packets are
then routed in different directions through the
network using geographic routing. Packets ini-
tially route toward an intermediate point in the
network (a routing zone that may or may not
actually contain any nodes) and then are redi-
rected toward the target. This approach, of
course, will cause packets to arrive out of order.
Our transport layer expects this and provides
reordering as necessary. Additionally, we are
limited in cases where diverse paths do not exist
because of the connectivity of the MANET. In
cases where multiple paths do exist, we limit the
influence any particular malicious node can have
on the traffic that transits the node. Figure 4
illustrates two disperse paths with the solid and
dotted lines. As shown, the paths may intersect
at some points based on the location of actual
nodes and the intermediate nodes selected by
the source. Thus, dispersity is an element that
raises the cost of a successful attack.

Additionally, we intend to implement monitor-
ing of the paths. At first order, the endpoints do
not care whether a path is underperforming
because of a malicious node or because one of the
nodes along the path has tenuous connectivity to
its neighbor. In either case, it makes sense to either
reduce the traffic across that path or discard the
path altogether and potentially pick a new path as
a replacement. As a secondary defense, we also
intend to gather evidence of which node or set of
nodes along the path is underperforming and to
attempt to determine the cause.

The DCoI structure is effective at ensuring
that we avoid exfiltration and eases the task of
minimizing the effects of badly behaving applica-
tions on other network users. However, it can
easily be the case that the members of a DCoI
do not have sufficient connectivity to provide
communications by themselves. In such a case, it
is important to be able to move data across
other nodes without making the data visible to
those nodes.

In order to accomplish this goal, we allow
data from one DCoI to be routed over another
DCoI. We call the DCoI that originates the data
the application DCoI. The DCoI that routes the
data is called the routing DCoI. We constrain the
relationship so that the routing DCoI must be an
ancestor of the application DCoI. In particular,
this ensures that all members of the application
DCoI are also members of the routing DCoI.

In order to avoid the possibility of exfiltration
of data, we use separate keys to encrypt the por-
tions of the packet generated by the application
DCoI and those generated by the routing DCoI.
The result is that if an intermediate node is a
member of the routing DCoI, but not the appli-
cation DCoI, it can decrypt the routing header,
which supplies sufficient information to forward
the packet. (If the node is also a member of the
application DCoI, policy determines whether it
is sent up to the application DCoI and decrypted
to allow for content filtering and other defensive
measures. This use of policy allows us to trade
increased CPU usage in the network with
increased use of bandwidth for packets that will
not be accepted by the end host.)

Through the use of routing DCoIs, we allow the
mission planner to limit the number of nodes with
access to the application data while still providing
an appropriate level of connectivity. Moreover,
since the routing DCoI’s membership is controlled
by policy (as is true of any DCoI), it is straightfor-
ward to implement policies such as requiring traffic
to be carried by U.S. personnel only.

To provide a full suite of routing protocols, we
have three additional interrelated types of routing
beyond geographic routing. At the most basic
level, we provide flooding. This flooding is limited
to the routing DCoI and hence can be a rather
efficient choice for multicast flows when the recip-
ients are a large percentage of the nodes in the
routing DCoI. Additionally, we use flooding as a
bootstrap mechanism when we do not have suffi-
cient information to use our other techniques.

Additionally, we have implemented Opti-
mized Link State Routing (OLSR) in ZODIAC
in order to have a basis of comparison. We have
not attempted to secure the protocol itself. How-
ever, since each DCoI routes independently, a
failure in one routing DCoI will not affect other
routing DCoIs. Additionally, the other protec-
tions provided by the ZODIAC system reduce
the ability of an attacker to spoof OLSR mes-
sages, eavesdrop, or launch host-based attacks
on the OLSR process.

Finally, we have a tree-based multicast
approach. This approach is designed so that data
sources advertise the availability of a flow and do
not reveal the identities of any consumers of the
data. The trees are built dynamically within the
network based on the connectivity of subscribers.

UNICAST AND MULTICAST
TRANSPORT

ZODIAC transport is divided into four types,
which are the cross product of reliable, unreli-
able, unicast, and multicast. Reliable unicast is
based on IP QoS, standardized in the Telecom-
munications Industry Association (TIA) 1039
specification [8]. Unreliable multicast is largedly
addressed by the routing system, and unreliable
unicast resembles User Datagram Protocol
(UDP) constrained by resource limits.

We have chosen TIA-1039 due to its mea-
sured performance for high bandwidth � delay
product networks in the face of high error rates.
The multiple hops of a MANET are a source of
delay, independent of bandwidth, and the wire-
less nodes are subject to the many errors inher-
ent in radio frequency communications.
TIA-1039 achieves its performance by transform-
ing the discovery of available link capacity from
multiple round-trip times to a single round-trip
time. It does this by signaling rates explicitly as
packets traverse nodes behaving as routers in the
MANET. As a packet traverses nodes, the avail-
able rate is updated in its header, requiring con-
siderable interaction with the security
environment, since each node in the path must
be able to read and write the packet headers.

The reliable unicast protocol is called ZODI-
AC Control Protocol or ZCP, and has been
implemented under Linux. It is implemented as a
user-level transport stack, and this decision to

The DCoI structure is
effective at ensuring

that we avoid 
exfiltration and it
eases the task of
minimizing the
effects of badly

behaving applica-
tions on other 
network users.
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prototype at the user level has proven valuable in
design and debugging, as it has allowed for rapid
update and redeployment. Performance enhance-
ments have followed a traditional path, focusing
on algorithms first, but with attention also paid
to issues such as concurrency and copying.

GCS
ZODIAC GCS provides several key functions to
the DCoI. It allows nodes to join or leave the
DCoI and to be evicted. It also determines when
rekey operations are necessary (based on both
elapsed time and events such as evictions of
nodes). It additionally provides the interface to
the cryptographic services required by the
ZODIAC system.

Particular challenges for GCS are dealing
with the partitions that can commonly occur in a
MANET environment and dealing with Byzan-
tine faults. Our handling of both of these chal-
lenges are described in more detail in [9]. In
brief, we use multiple group controllers config-
ured to provide protection against a preselected
number of malicious controllers. Since a node
trying to join the DCoI contacts multiple group
controllers, it can be certain that it gets a valid
key for use in accessing DCoI resources. More-
over, the communications between the group
controllers, and between the members and group
controllers are designed so that the DCoI can
merge state and continue to operate after a par-
tition has healed.

This allows for dynamic membership with
decentralized group controllers. GCS is also
closely integrated with our policy system so that
policies related to group membership are consis-
tent with and deconflicted with other policy deci-
sions in the network. In order to deal with the
challenge of Byzantine faults, group controllers
perform signing using key shares. Keying materi-
al is currently prepositioned; we plan to investi-
gate dynamic key distribution as part of our
future work. For additional details on the struc-
ture and design of GCS, see [9].

Within ZODIAC , we use keying material for
a variety of operations, from checking the cre-
dentials of a node attempting to join a DCoI to
encrypting and decrypting data in packets to be
sent across the network. We have placed the
functions that access this material in GCS. This
has the advantage of minimizing the amount of
code that needs to be validated as correctly han-
dling keying material. It additionally ensures that
it is straightforward to change algorithms or
cryptographic implementations. Only the code in
GCS is affected.

HOST MANAGEMENT
The ZODIAC system is designed so that the
protections afforded in the network extend into
the host. This provides a true end-to-end solu-
tion rather than the more typical mismatched
attempts to secure the network and the host
independently. Moreover, we assume that the
host will run applications that were not securely
implemented.

This, in particular, provides a contrast with
prior systems such as protected core networks

(PCNs) [10]. PCNs and similar approaches pro-
tect the core to provide subnet-to-subnet protec-
tions. The subnets at the edges provide their
own protection. Additionally, ZODIAC controls
most control traffic to be sensitive as well. Thus,
for example, routing messages within a DCoI are
protected to the same level as user data. We
believe that this allows ZODIAC to extend the
level of protection provided by PCNs in environ-
ments where it is required.

We use a combination of virtual machine [11]
and SELinux [12] protections to implement the
DCoIs on the host. Each DCoI is represented on
the host as a virtual machine container. This
container is configured in such a way that it has
only a small number of controlled paths to pro-
vide access to outside the container. These paths
are controlled by our infrastructure subsystem. It
controls the ability of processes within the con-
tainer to send or receive external data, deter-
mines where that data may be sent, and ensures
that encryption and decryption occur as required
by the system design. In particular, it controls all
access to the network interface. This ensures
that no traffic can be sent or received unless it
meets the requirement of the system design.

For example, as described previously, we
describe how traffic from an application DCoI
can be routed over an ancestor that provides
greater connectivity. However, if the application
DCoI protocol data unit (PDU) were given to
the routing DCoI in the clear, information could
be exfiltrated through the routing DCoI. Infra-
structure therefore ensures that the application
DCoI PDU is encrypted with the application
DCoI key before the PDU is available to the
routing DCoI. Information needed by the rout-
ing DCoI (e.g., the intended destination) is
passed as metadata in a format known to infra-
structure so that it can be verified against the
system requirements and system policy.

We use SELinux to provide fine-grained secu-
rity in places where the broad brush of the con-
tainers is not sufficient. For example, we use a
UNIX domain socket to allow an infrastructure
process running inside the container to talk to the
infrastructure process running outside the contain-
er. To ensure that no race condition can exist on
creating and connecting to that socket, SELinux is
used. It is configured so that only the intended
processes can use that socket. Additionally, SELin-
ux is able to provide the protection of only allow-
ing intended processes to run inside the container
(thus avoiding attacks where code is downloaded
and then executed). While it might be possible to
provide our entire host side security solution
through SELinux, the virtual machine container
approach has the advantage of requiring much less
configuration for the default parts of the system.
Since our goal is to isolate elements inside the
DCoI from anything outside the DCoI, containers
give a simple design for this goal.

CONCLUSIONS
The ZODIAC system is still in its early stages.
There is much work to be done. In this article
we have discussed the architectural principles.
As the implementation progresses, we expect to
gain experience to allow us to answer some of
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the remaining questions. One of the most press-
ing of these asks how dynamic DCoIs can be.
The answer, of course, will have to be parame-
terized by resource availability including CPU
and bandwidth.

We have implemented a proof-of-concept
gateway between a Zodiac MANET and a pair of
IP subnets running over Ethernet using Mobile
Ad Hoc Network Emulator (MANE) [13] as an
emulator for the network. This shows that it is
possible to have IP nodes and Zodiac nodes
communicating, each with unmodified stacks.
The next step in this work will be to determine
which security properties we can maintain and
how to provide adequate performance.

We also believe that the ZODIAC model is
appropriate for wired networks. As with IP net-
works, a gateway would be required between the
wired routing protocol and the wireless routing
protocol, and those protocols would tend to be
different in nature. We believe that the other
components of our architecture are appropriate
for a wired network in the sense of providing
connectivity.

Of course, if one were to move outside the con-
text of military communications, there are addi-
tional questions raised about the trade-off between
increased security and the flexibility of the original
ARPAnet model. As the ARPAnet grew into
today’s Internet, of course, much flexibility was lost
due to the centralizing effects of Internet service
providers and backbone providers. There is an
ongoing policy discussion as to whether providers
should be allowed to block certain applications and
protocols, and lawsuits regarding whether one has
rights to anonymity. ZODIAC is designed for
those environments where security is valued more
highly than anonymity.

A related question is the scalability of the
ZODIAC architecture. While we have designed
the architecture for scalability, our experience is
that implementation and use provides the true
test of scalability.

We have described the ZODIAC system,
which provides an application-to-application
model of security. Through the use of the DCoI,
we have described how we enforce need-to-know
and deny-by-default policies, while providing
flexibility sufficient for military networking
needs.

Our design builds on a foundation of three
core principles that every ZODIAC node must
follow:
• Police all authorized traffic according to

DCoI-specific policies for QoS, resource
allocation (e.g., bandwidth, computing
resources), content filtering, and routing.
Scope DCoIs narrowly to constrain the
effects of any attack or failure within the
DCoI.

• Comprehensive hop-by-hop enforcement
within the DCoI: drop traffic that is not
cryptographically authorized and protected,
or that violates prenegotiated constraints.

• Protect the system against byzantine failures
through a diversity of techniques, including
dispersity routing, network coding, dis-
tributed naming, keying, and trust manage-
ment services, plus QoS and transport
protocols tailored to multipath routing.

These three principles represent a major
departure from the practices of the conventional
Internet. For example, applying a range of assur-
ance mechanisms hop by hop, spanning several
layers of the traditional protocol stack at each
DCoI node, eliminates the need for trust rela-
tionships between applications and black-side
network elements, and constrains attacks (includ-
ing worms) to one-hop neighbors within the
DCoI. The requirement for cryptographic signa-
tures also provides for non-repudiation and
accountability that the conventional Internet
does not provide. In addition to limiting the
scope of attacks, the second principle constrains
the space of policies and other configuration
parameters pertaining to each DCoI, facilitating
safety measures against misconfiguration. The
third principle provides several forms of redun-
dancy to protect against byzantine or conven-
tional failures, thereby increasing overall
availability and integrity.
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